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Abstract

This paper reviews calibration-, uncertainty-, and recovery-related documents from 10 consensus-based organizations. The main points from
each treatise are summarized. Also included is a critique of the various approaches, as well as recommendations for a statistically sound protocol
that is more compatible with chromatographic data.
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. Introduction

Today, chromatographs are a staple in most analytical-
hemistry laboratories. As such, these instruments generate an
normous amount of data, which are used to make a variety of
usiness and regulatory decisions. Thus, these analytical results
ften lead to far-reaching consequences. It follows that there
eeds to be a mechanism for assessing the quality of these
umbers. At this juncture, statistical analysis becomes a useful
ool.

However, raw chromatographic data present a fundamental
roblem; i.e., the values that the detector generates are not in
mmediately useful units. Instead, results are reported as, e.g.,
bsorbance units or peaks areas (or heights). Hence, a process
s needed to transform these values into, typically, concentra-
ions. This process is the statistical technique of regression. (In
he regression process, a model is fitted to the data via a fitting
echnique; the model is a mathematical equation that relates the
esponse, y, to the true value, x; a fitting technique determines
ow much influence each measurement has on the curve.) With

hese “regression-based” instruments, a series of known analyte
oncentrations (i.e., standards) are analyzed and the responses
ecorded. Regression is used to establish a relationship between
he two sets of variables data; in this context, the statistical tech-
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ique is known as “calibration” and its result is a “calibration
urve.”

To be certain that any calibration expression is adequate,
mportant statistics-related questions must be asked. It should
e noted that although all of the following questions are impor-
ant, perhaps the most important (and often neglected) query is
he last one regarding uncertainty.

(1) Was the design of the calibration study appropriate?
(2) Were the resulting data analyzed in a statistically sound

manner?
(2a) Is the chosen model adequate?
2b) Is the fitting technique appropriate?

(2c) How much bias does the curve reflect?
2d) What is the uncertainty in any sample result that is esti-

mated from the curve?

Typically, calibration standards are prepared in a pure solvent
hat is compatible with the particular chromatograph. Actual
amples rarely are in such “nice” form and often have to go

hrough a preparation process before they can be analyzed chro-

atographically. Thus, there is a very real possibility that the
oncentration estimate from the calibration curve will not reflect
00% recovery. Therefore, once an appropriate calibration curve
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as been established, the behavior of the sample matrix(s)
ust be investigated. Statistical analysis again is called upon

o help assess recovery; questions similar to the above must be
nswered.

A great deal has been written about calibration and recov-
ry matters. Furthermore, many consensus-based organizations
ave been formed to set standards for generating, evaluating, and
eporting analytical data. Many governmental and regulatory
gencies are accepting and relying on these standards.

Since this review: (1) cannot cover all of the literature and
2) is not intended to be used for political or commercial pur-
oses, the focus is on the publications of these consensus-based
roups. No documents from governmental or for-profit orga-
izations are included. A further restriction is that all treatises
ust be freely available via the Internet. The reason for this

arrowing is two-fold. First and most important, most of the
idely accepted and utilized documents fall into this category;
nes that do not are typically very similar in scope and content.
econd, implementing this restriction means that the interested
eader can easily obtain the full text of any citation (Web sites are
iven in Reference section). A full list of the organizations whose
ublications are included in this review is given in Appendix A.
lso given is a brief synopsis of the membership and purpose of

ach group. As can be seen from these summaries, the associ-
tions with the most internationally based membership are: (1)
URACHEM, (2) ICH, and (3) IUPAC. The documents from

he first two groups are some of the most widely referenced and
sed. (Readers who are interested in ISO documents that are
elated to this review are referred to the Quality section of the
SO catalog, especially section 03.120.30, Application of sta-
istical methods. This catalog is available on the ISO Web site,
ttp://www.iso.org.)

In the reviewed literature on analytical data, by far the most
iscussed topic is the subject of uncertainty. On this topic, the
ritings generally take one of two approaches: (1) development
f an “uncertainty budget” or (2) evaluation via regression diag-
ostics. The first strategy is the overwhelming favorite and is
entral to the documents from all of the associations in Appendix
except IUPAC and ICH. The first exception discusses the sec-

nd protocol; the second exception remains neutral, in that the
ocument does not address uncertainty.

The remainder of this paper is divided according to how
he “parent” organization approaches uncertainty. Following the
iscussion on the contents of the publications, the pros and
ons of the writings are given. Last, a recommended strat-
gy is presented. Statistical topics that are addressed are: (1)
he calibration process, (2) measurement uncertainty, and (3)
ecovery. The following subjects are outside the scope of this
eview: (1) detection limit, (2) quantitation limit, (3) report-
ng limit, (4) identity confirmation/selectivity/specificity, (5)
uggedness/robustness, (6) traceability, and (7) outliers. Three
ppendices are included. Appendix A was mentioned in the
receding paragraph. Appendix B contains definitions of terms

pecific to this statistical discussion; all entries are from Refer-
nce [1]. Appendix C is the full text of a recently published article
hat summarizes the approach recommended by the authors of
his review.

I
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. Publications from “uncertainty-budget”
rganizations

Because of their broadly based membership and widely
ccepted publications, the works of EURACHEM are discussed
n detail. Subsequently, differences found in the works of other
budget” groups are given.

.1. EURACHEM documents (references [1–3])

EURACHEM has published three main documents [1–3]
elated to analytical methods.

Ref. [1], “The Fitness for Purpose of Analytical Methods”
1998), was the result of a Working Group comprised of rep-
esentatives from Belgium, Germany, UK, Hungary, Sweden,
SA, The Netherlands, Switzerland, Denmark, Czech Repub-

ic, Finland, Ireland, and Austria. This guide concentrates on
ethod validation:

1. The process of establishing the performance characteris-
tics and limitations of a method and the identification of
the influences which may change these characteristics and
to what extent. Which analytes can it determine in which
matrices in the presence of which interferences? Within
these conditions what levels of precision and accuracy can
be achieved?

2. The process of verifying that a method is fit for purpose, i.e.
for use for solving a particular analytical problem.”

Ref. [2] is EURACHEM/CITAC Guide, “Quantifying Uncer-
ainty in Analytical Measurement,” Second edition (2000). This
ocument was written by a Working Group comprised of rep-
esentatives from EURACHEM, CITAC, AOAC, IAEA, and
A. Countries represented were UK, Switzerland, Belgium,
ermany, The Netherlands, Sweden, Austria, China, USA, Aus-

ralia, and Japan. According to the Foreword, this revised edition
f the EURACHEM/CITAC Guide “. . .stresses that the proce-
ures introduced by a laboratory to estimate its measurement
ncertainty should be integrated with existing quality assurance
easures, since these measures frequently provide much of the

nformation required to evaluate the measurement uncertainty.”
Furthermore, the Foreword states that the document is appli-

ation oriented, showing how the 1993 ISO document (“Guide
o the Expression of Uncertainty in Measurement [4]”) “. . .may
e applied in chemical measurement.” (The ISO Guide was writ-
en by members from ISO, BIPM, IEC, IFCC, IUPAC, IUPAP,
nd OIML. Per the EURACHEM/CITAC Guide, the ISO trea-
ise “. . .formally established general rules for evaluating and
xpressing uncertainty in measurement across a broad spectrum
f measurements.”) In Section 1.1 (of the Scope and Field of
pplication section of ref. [2]), the ISO Guide is said to be
. . .applicable at all levels of accuracy and in all fields. . ..”

Ref. [3] (“Harmonised Guidelines for the Use of Recovery

nformation in Analytical Measurement, 1995”) was jointly pre-
ared by IUPAC, ISO, AOAC, and EURACHEM. Members of
he Working Party were from Switzerland, Austria, Denmark,
orway, Germany, Spain, USA, The Netherlands, Belgium,

http://www.iso.org/
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ustralia, UK, Hungary, New Zealand, Sweden, Italy, and Por-
ugal. As is stated in the report’s Foreword, the guide is general in
cope and gives overall recommendations concerning recovery.

.1.1. Reference [1]
The fitness-of-purpose treatise is discussed first, since a work-

ng method must be developed and validated before meaningful
ncertainty measurements can be made. Within the context of
alibration, the earliest topic is the working range of concentra-
ions. Section 6.27 states that “Within the working range there

ay exist a linear response range. Within the linear range signal
esponse will have a linear relationship to analyte concentration
r property value. The extent of this range may be established
uring the evaluation of the working range. Note that regression
alculations on their own are insufficient to establish linearity.
o do this a visual inspection of the line and residuals may
e sufficient; objective tests, such as ‘goodness-of-fit’ tests, are
etter still [15–17]. In general linearity checks require points at
east 10 different concentrations/property values.” An accompa-
ying table (“Working and Linear Range—Quick Reference”)
mphasizes the use of visual inspection of the regression plot
tself and of the residual pattern to determine linearity. The table
lso states, “If variance of replicates is proportional to concen-
ration then use a weighted regression calculation rather than
non-weighted regression. In certain circumstances it may be

etter to try to fit a non-linear curve to the data. Functions higher
han quadratic are generally not advised”

The document splits accuracy into two components: trueness
nd precision. Trueness typically is assessed via the use of cer-
ified reference material or via comparison with an established

ethod. In the first case, the mean and standard deviation from
eplicate measurements are calculated and used for trueness
valuation. Section 6.34 recommends that, “To check against an
lternative method, compare results from the two methods for
he same sample or samples.” Finally, Section 6.36 states, “For

ost purposes, however, acceptability of bias should be decided
n the basis of overall bias measured against appropriate materi-
ls or reference methods, taking into account the precision of the
ethod, any uncertainties in reference material values, and the

ccuracy required by the end use. Statistical significance tests
re recommended.”

Precision is discussed in Section 6.37. “‘Precision’ is nor-
ally determined for specific circumstances which in practice

an be very varied. The two most common precision measures
re ‘repeatability’ and ‘reproducibility’. They represent the two
xtreme measures of precision which can be obtained. Repeata-
ility (the smallest expected precision) will give an idea of the
ort of variability to be expected when a method is performed by
single analyst on one piece of equipment over a short timescale,

.e. the sort of variability to be expected between results when a
ample is analysed in duplicate. If a sample is to be analysed by
number of laboratories for comparative purposes then a more
eaningful precision measure to use is reproducibility (this is
he largest measure of precision normally encountered, although
t does formally exclude variation with respect to time). . .. Pre-
ision is usually stated in terms of standard deviation or relative
tandard deviation. Both repeatability and reproducibility are

i
n
r
f
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enerally dependent on analyte concentration, and so should
e determined at a number of concentrations and if relevant, the
elationship between precision and analyte concentration should
e established.” Repeatability and reproducibility limits are also
efined (see Appendix B of this paper).

The topic of measurement uncertainty is mentioned in this
uide, but only briefly. Readers are referred to documents such
s ref. [2], the contents of which are discussed next in this paper.

Recovery is addressed in Sections 6.46 and 6.47, and in an
ccompanying table (“Recoveries-Quick Reference”). The use
f spiked samples (at various concentrations) or certified refer-
nce materials are recommended. For spikes, recovery (%) is
efined as:

(C1 − C2)/C3 × 100,

here C1 = concentration determined in fortified sample
C2 = concentration determined in unfortified sample
C3 = concentration of fortification”

.1.2. Reference [2]
Once a method has been validated, measurement uncertainty

an be addressed via this EURACHEM/CITAC guide. Measure-
ent uncertainty is defined in Section 2.1 to be:
“A parameter associated with the result of a measurement,

hat characterises the dispersion of the values that could rea-
onably be attributed to the measurand.” Uncertainty might
e expressed in terms of a standard deviation or a confidence
nterval. Furthermore, this uncertainty typically contains more
han one component. Type A components “. . .may be evalu-
ted from the statistical distribution of the results of series of
easurements. . ..” Type B components “. . .are evaluated from

ssumed probability distributions based on experience or other
nformation.”

In Section 2.3, uncertainties are further categorized as fol-
ows:

Standard uncertainty: An uncertainty component that is
expressed as a standard deviation.
Combined standard uncertainty, uc(y): The total uncertainty,
which is “. . .an estimated standard deviation equal to the posi-
tive square root of the total variance obtained by combining all
the uncertainty components, however evaluated, using the law
of propagation of uncertainty.”
Expanded uncertainty, U: “. . .provides an interval within
which the value of the measurand is believed to lie with a
higher level of confidence. U is obtained by multiplying uc(y)
. . . by a coverage factor, k. The choice of the factor k is based
on the level of confidence desired. For an approximate level of
confidence of 95%, k is 2.” Typically, U is the value that should
be reported.

The Guide recommends that uncertainty (which represents a
ange of values) be distinguished from error, which is discussed

n Section 2.4. Error has both a random and a systematic compo-
ent, and is defined as “. . . the difference between an individual
esult and the true value of the measurand.” Correction of a result
or error, which is a single number, is encouraged.
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In Section 4.1, the actual steps for estimating measurement
ncertainty are described:

1) Identify the measurand clearly.
2) List the sources of uncertainty.
3) Estimate each source.
4) Calculate the combined uncertainty.

Sections 5 and 6 provide detailed guidance for steps 1 and
. Steps 3 and 4, which involve statistical techniques, comprise
ections 7 and 8 (respectively) and are discussed here. In many
ases, data for estimating uncertainties are available from exist-
ng data (such as QA/QC results), and the use of these reports
s encouraged. General procedural advice is given in Section 7;
irections depend on the source of the data.

Instructions and formulas for estimating and combining
ncertainties are the subject of Section 8. First, all standard
ncertainties must be converted (if necessary) to standard devi-
tions. Second, the combined standard uncertainty is estimated.
he general expression for this estimate is:

c(y(x1, x2, . . .)) =
√ ∑

i=1,n

c2
i u(xi)2 =

√ ∑
i=1,n

u(y, xi)2,

here y(x1, x2, . . .) = a function of x1, x2, etc.; ci = a sensitiv-
ty coefficient; = the partial differential of y with respect to xi;
(y, xi) = the uncertainty in y arising from the uncertainty in xi;
“the square of the associated uncertainty expressed as a stan-
ard deviation multiplied by the square of the relevant sensitivity
oefficient.”

The above formula is more complicated if the variables are
ot independent. In some cases, the general expressions can be
implified. Both situations are detailed in the text. Also, Section
.2.4 states that “. . .when an uncertainty contribution is asso-
iated with the whole procedure, it is usually expressed as an
ffect on the final result. In such cases, or when the uncertainty
n a parameter is expressed directly in terms of its effect on y,
he sensitivity coefficient . . . is equal to 1.0.”

The third and final step in the estimation process is to deter-
ine the expanded uncertainty, which is obtained from the

ombined standard uncertainty by multiplying by the appropri-
te coverage factor. Recommendations for choosing this factor
re given, but in general, a value of 2 is selected.

Six examples are worked in detail in Appendix A. Example
4 (Determination of organophosphorus pesticides in bread)

nvolves the use of a gas chromatograph and is the example
f interest for this review article. The example utilizes data
rom the method-validation process. A schematic of the over-
ll analysis is given in Fig. A4.4; sources of uncertainty are
etailed in cause-and-effect diagrams (Figs. A4.2, A4.5, and
4.6; the last includes branches for the validation study). Data

rom precision and spiking studies are listed in Tables A4.2
nd A4.3, respectively. Data from the validation study showed

hat the instrumental response was linear within the working
oncentration range; single-point calibration of the instrument
as conducted in order to generate a reference-peak intensity.
etails are given for calculating the three sequential uncer-

w
T
p
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ainties described above; uncertainty results are summarized in
ables A4.4 and A4.5.

.1.3. Reference [3]
The topic of recovery (of the analytes from the matrix) is

he subject of this document. Section 3 presents an overview
f various approaches for addressing recovery. The possibilities
iscussed are use of: (1) matrix reference material, (2) surro-
ates, (3) isotope dilution, (4) spiking, and (5) internal standards.
ection 6 and the Appendix deal with calculating the recovery
nd its associated uncertainty. The recovery, R, is given in the
ppendix by the expression:

= cobs

cref
,

here cobs = the observed concentration obtained from the ana-
ytical method, and cref = the true concentration in the reference

aterial.
The uncertainty associated with R is uR. If the reported data

ave been corrected for recovery, then uR is included in the
ncertainty budget via the formula:

ucorr

ccorr

)
=

√(uc

c

)2 +
(uR

R

)2
,

here: ucorr = the combined uncertainty; ccorr = the corrected
esult, c/R; uc = uncertainty associated with the raw result; and
= the raw result.

Finally, ucorr is multiplied by the coverage factor, k, to deter-
ine the expanded uncertainty, U.

.2. Additional documents (references [5–10])

In the following discussion of these six documents, content
hat duplicates what has been presented in Section 2.1 above is
ot repeated here; only additional details are included.

Per the Introduction, the A2LA Guide [5] “. . .provides guid-
nce on estimation of uncertainty based on reproducibility
stimates and control charting.” In the discussion of Type A
ncertainty, details of various probability distributions (rectan-
ular, triangular, Normal, U, Poisson) are included in Section
.3.2. Section 3.10 calls for a thorough evaluation of uncertainty,
ot just the construction of an uncertainty-budget table, which
nly summarizes the results.

The AIHA Guidelines document [6] centers on the Type
and Type B approaches to uncertainty. The text encourages

he use of quality-control data if Type B components are not
ignificant.

APLAC’s document [7] includes a Section (2.6) on uncer-
ainty that comes from sampling. In Section 6 on Chemical
esting, the use of reproducibility data is encouraged. Also, in
ection 6.2, it states, “In the field of chemical analysis it is
onsidered acceptable to group sources of uncertainty together;
. ..”
CCIL’s Protocol [8] relies solely on the use of QC data and
as developed for use by environmental testing laboratories.
he document states, “Uncertainty values obtained from this
rocedure must be regarded as estimates. . .. It is our intent
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ith this procedure to arrive at an estimate of a 95% confi-
ence level uncertainty value that can be assumed to apply to
5% (or more) of the samples that a laboratory receives for a
iven test.” (Emboldened text is as it appears in the CCIL text.)
ey equations and a step-by-step description of the protocol are
iven.

The EA Guidelines [9] suggest the use of quality-control data,
roficiency-testing data, and prior-study data (Sections 6.4, 6.5,
nd 6.7, respectively).

EUROLAB’s report [10] also allows the use of “grouped
ata” (e.g., QC results) in estimating uncertainty. Example 1
n Section 4 outlines three approaches to estimating the uncer-
ainty associated with an ion-chromatography analysis. The
rst estimation uses proficiency-test results, the second utilizes
ontrol-chart data, and the third relies on validation data in the
tandard method that was used.

. Publication from “regression-diagnostics”
rganization (reference [11])

The referenced article [11] was prepared by the members
f the IUPAC’s Analytical Chemistry Division, Commission
n General Aspects of Analytical Chemistry. The Commission
ad members from Germany, USA, Sweden, The Netherlands,
K, Poland, Belgium, Switzerland, Japan, South Africa, Rus-

ia, Brazil, Czechoslovakia, Czech Republic, Hungary, India,
reland, New Zealand, Portugal, South Korea, and Turkey.

The Synopsis states that, “This IUPAC nomenclature docu-
ent has been prepared to establish a uniform and meaningful

pproach to terminology, notation, and formulation for calibra-
ion in analytical chemistry.” The text is replete with statistical
ormulas and covers the topics of: (1) calibration functions and
odels, (2) least-squares calibration, (3) evaluation of calibra-

ion errors, (4) linearity, (5) trends in response variance, and (6)
tandard addition.

In discussing calibration errors, the document introduces the
oncept of prediction intervals in Section 3.2.9; formulas are
ncluded. Section 3.3 addresses the situation where the variance
f the response trends with concentration; in such situations,
he fitting technique of weighted least squares is needed and
s shown. The article does not address how to compute predic-
ion intervals in the weighted-least-squares situation. Instead, the
ocument avoids this complexity (and an expansion of scope)
y advising the reader that the formulas are similar. Section 7
utlines the use of standard addition, but ends with the follow-
ng caveat, “Although standard addition calibration is an unsafe

ethod if linearity in the range x < x0 is not experimentally ver-
fied but only supposed, there is scarcely an alternative when

atrix effects are seriously suspected.”

. Publication from “neutral” organization (reference
12])
An ICH Expert Working Group wrote this Guideline [12]
nd in doing so, combined previous documents Q2A (“Text on
alidation of Analytical Procedures”) and Q2B (“Guideline on
alidation of Analytical Procedures: Methodology”).

t
l
I
m
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No specific statistical procedures or formulas are given.
ndeed, the Introduction states, “This document presents a
iscussion of the characteristics for consideration during the
alidation of the analytical procedures included as part of regis-
ration applications submitted within the EC, Japan and USA. . ..
urthermore, this text presentation serves as a collection of

erms, and their definitions, and is not intended to provide direc-
ion on how to accomplish validation.” To that end, a discussion
f the concepts of: (1) accuracy, (2) precision, (3) linearity, and
4) range are included. Also given is a table recommending when
ach of these concepts should be evaluated, depending on the
urpose of the analytical method. No mention of uncertainty is
ade.

. Critique of publications reviewed

With the exception of reference [11], the above publications
ave the admirable goal of attempting to construct a general
pproach to measurement, especially measurement uncertainty.
nfortunately, there are several reasons why such documents

ypically are not adequate for use with regression-based instru-
ents such as chromatographs. First, while calibration of such

nstruments is assumed, no definitive guidelines are given for
arrying out the procedure or for incorporating calibration error
nto the uncertainty formulas. The magnitude of calibration error
aries with the method, matrix, and analyte, but should never be
ssumed to be negligible.

Second, the uncertainty-budget approach requires the divi-
ion of the overall uncertainty into components, evaluation of
hese parts, and then the combining of the results. Such a pro-
ocol often: (1) is tedious and involves complicated, detailed
alculations, (2) can be unduly conservative (i.e., the total error
ariation can be overestimated), and (3) does not incorporate any
elationship between error standard deviation and concentration
evel. Additionally, estimation error can be introduced at each
tep in the estimating process, since sample standard deviations
re intrinsically noisy.

Third, no definitive recommendations are made for
ddressing imperfect recovery, a problem that affects many
hromatographic procedures, as can be revealed via a plot of
ecovered concentrations versus true concentrations. For such
graph, the linear slope and intercept typically will have sta-

istically significant values that are different from 1 and 0,
espectively.

Fourth, most discussions of calibration stress linearity and
ange. This emphasis often leads to two unfortunate conse-
uences. First, there is an assumption that any method’s response
ata will be linearly related to the true concentrations, and that
omething is “wrong” if such an outcome does not materialize.
owever, not all data behave linearly; in such situations, the
referred outcome is to find an appropriate non-linear model to
xplain the data. Second, there is a tendency to see how wide
concentration range can be assumed to be linearly related to
he response data. Instead, the concentration range should be
imited to the values that need to be covered by the method.
n general, this limited approach leads to the selection of the
ost appropriate calibration (or recovery) curve, along with the
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ost statistically sound uncertainty estimate. With all methods,
xtrapolation of the relevant curve is not wise.

Reference [11] is a step in the right direction, in that this docu-
ent details the fundamentals behind regression and uncertainty

ntervals. Lacking, though, is a guide that the chromatographer
an follow in calibrating the instrument and conducting recovery
tudies.

. Recommended approach

The recommendation of the authors is that a regression-based
pproach be taken to the generation and analysis of chromato-
raphic data. The IUPAC document [11] provides the basics for
uch a protocol, and does so in a conceptually logical and rig-
rous manner, with a helpful flowchart. However, no real-data
xamples are provided in the document. Also absent are prac-
ical details, which would allow the analyst to carry out this
trategy in his or her own laboratory. To address these deficien-
ies, a step-by-step plan is proposed. The overall approach has
een summarized recently [13]; the text is repeated in Appendix
, with permission from the publisher, International Scientific
ommunications. The details (along with real-world examples)
ave been given in a series of articles [14–37] appearing in Amer-

can Laboratory. These installments have been contributed by
he authors without compensation, and are based on a combina-
ion of statistical fundamentals and application experiences; all
apers are available gratis via the Internet. Table 1 summarizes

d
t

r

able 1
itles and citation information for Parts 1 through 24 of the American Laboratory ser

art # Title Citation inform

A New American Laboratory Column 34 (September

Measurement and the Real-Number Line 34 (November
Calibration: Introduction and Ordinary Least Squares 35 (January 20
Calibration: Uncertainty Intervals 35 (March 200
Calibration: Calibration Design 35 (June 2003)
Calibration Design 35 (July 2003)
A Review 35 (September
Calibration Diagnostics 35 (November
Calibrations Diagnostics (Continued) 36 (February 2

0 Calibration Diagnostics (Concluded) 36 (March 200
1 Calibration Example 36 (May 2004)

2 Calibration Example 2 36 (July 2004)
3 Calibration Example 3 36 (September
4 Calibration Example 4 36 (December
5 Calibration Example 5 37 (February 2
6 Calibration Example 5 (Concluded) 37 (May 2005)
7 Calibration Example 6 37 (August 20
8 Calibration Example 6 (Concluded) 37 (September
9 Internal Standards 37 (December
0 Recovery Curves 38 (February 2
1 Recovery Curves and Internal Standards (Concluded) 38 (April 2006
2 Lack-of-Fit Details 38 (June/July 2
3 Degrees of Freedom in the Lack-of-Fit Test 38 (October 20
4 Glossary 38 (November

xplanatory comments on an article’s content are given where appropriate.
matogr. A 1158 (2007) 47–60 53

he subject matter of each part. Readers who are interested in
ore details are referred to the first 24 parts of the series.
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ppendix A. Background on organizations

.1. A2LA

American Association for Laboratory Accreditation (estab-
ished in 1978) (from the Fact Sheet at http://www.a2la.org/
eneral/structure.cfm)

“Membership in A2LA is open to any individual, institution
r corporation interested in supporting its mission. Members pay

ues, elect the Board of Directors, attend meetings sponsored by
he Association, . . ..”

“As of January 1, 2006, A2LA has 1803 accredited laborato-
ies in 48 States in the US and several foreign countries.”

ies, “Statistics in Analytical Chemistry”

ation Comments on content

2002) 44 Introduction of the authors’ backgrounds and of
future topics

2002) 38
03) 18
3) 60
30 Fundamental concepts
19 Example designs
2003) 31
2003) 40 Modeling of standard deviation’s behavior
004) 64 Residual patterns
4) 46 Lack-of-fit test and prediction intervals
40 Straight-line model with ordinary least squares is

adequate (SL/OLS)
38 SL/OLS is adequate
2004) 28 SL/weighted least squares (WLS) is adequate
2004) 32 Quadratic model with WLS is adequate
005) 48 Cubic model with WLS is adequate
37 Use of an inadequate model

05) 32 No model is adequate
2005) 24 Use of piece-wise calibration
2005) 23
006) 54
) 30
006) 34
06) 38

/December 2006) 25 Compilation of all statistical terms and symbols
used in previous articles

http://www.a2la.org/general/structure.cfm
http://www.a2la.org/general/structure.cfm
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“The American Association for Laboratory Accreditation
A2LA) is a nonprofit, non-governmental, public service,
embership society. The mission of A2LA is to pro-

ide comprehensive services in laboratory accreditation and
aboratory-related training. Services are available to any type
f organization, be it private or government. Laboratory
ccreditation is based on internationally accepted criteria for
ompetence (ISO/IEC 17025:2005). A2LA also offers pro-
rams for accreditation of inspection bodies, proficiency testing
roviders, reference material producers and product certification
odies.”

.2. AIHA

American Industrial Hygiene Association (founded in 1939)
from http://www.aiha.org/Content/AboutAIHA/aboutaiha-
plash.htm)

Organizational Members are primarily from the USA, but
lso include ones from Canada, UK, Brazil, Taiwan, Japan,
uwait, China, Philippines, and Saudi Arabia.
“The American Industrial Hygiene Association is one of

he largest international associations serving the needs of
ccupational and environmental health professionals practic-
ng industrial hygiene in industry, government, labor, academic
nstitutions, and independent organizations.”

“. . .AIHA is a nonprofit organization with more than 75 local
ections.”

.3. APLAC

Asia Pacific Laboratory Accreditation Cooperation (initiated
n 1992) (from http://www.aplac.org).

Full Member countries are Australia, Brunei Darussalam,
anada, China, Hong Kong (China), India, Indonesia, Japan,
outh Korea, Malaysia, Mexico, Mongolia, New Zealand, Pak-

stan, Papua New Guinea, Philippines, Singapore, Taiwan,
hailand, USA, and Vietnam.

“Asia Pacific Laboratory Accreditation Cooperation
APLAC) groups accreditation bodies in the Asia Pacific region
esponsible for accrediting calibration, testing and inspection
acilities. APLAC’s principal objectives are to foster the
evelopment of competent laboratories and inspection bodies
n member economies, to harmonize accreditation practices
n the region and with other regions, and to facilitate mutual
ecognition of accredited test, measurement and inspection
esults. . ..”

.4. CCIL

Canadian Council of Independent Laboratories (founded in
993) (from http://www.ccil.com/about.html#1)

Members are firms within Canada. “CCIL members are
axpaying business entities, unaffiliated with any academic or

overnmental institution or with any outside industrial company
r trade group which in any manner might affect the firm’s abil-
ty to conduct investigations, render reports or give professional
ounsel objectively and without bias.”
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“CCIL and its member firms share a commitment to pro-
ect the public through education, adhering to a code of ethics,
ncouraging good performance and reliability among members,
nd establishing fair and just fee guidelines. The association par-
icipates with standards-writing bodies and conducts surveys for
he benefits of its member firms. The CCIL promotes certifica-
ion by standards bodies or through special programs to meet
pecific needs.”

.5. CITAC

Co-Operation on International Traceability in Analytical
hemistry (initiated in 1993) (from http://www.citac.cc)

Working Group Members are from Argentina, Australia,
ustria, Belgium, Brazil, Chile, China, Finland, France, Ger-
any, Greece, Hong Kong (China), India, Ireland, Israel, Japan,
outh Korea, Mexico, New Zealand, Russia, South Africa, The
etherlands, UK, USA.
“CITAC . . . arose out of an international workshop held

n association with the Pittsburgh Conference in Atlanta in
arch 1993. The aim of this workshop was to discuss how

nalytical activities could be developed to meet the needs of
he 21st century, and it identified a wide variety of issues
o be addressed to ensure that analytical measurements made
n different countries or at different times are comparable.
hese range from the development of traceable reference mate-

ials and methods to the harmonisation of analytical quality
ractices.

“The CITAC Initiative aims to foster collaboration between
xisting organization (sic) to improve the international compa-
ability of chemical measurement.”

.6. EA

European co-operation for Accreditation (formed in 1997)
from http://www.european-accreditation.org)

Full Members are Austria, Belgium, Bulgaria, Cyprus, Czech
epublic, Denmark, Estonia, Finland, France, Germany, Greece,
ungary, Iceland, Ireland, Italy, Latvia, Lithuania, Luxem-
ourg, Malta, The Netherlands, Norway, Poland, Portugal,
roatia, Romania, Slovakia, Slovenia, Spain, Sweden, Switzer-

and, Turkey, and UK.
EA is concerned with the accreditation of laboratories, as well

s inspection and certification organizations. “The EA missions
re

To ensure transparency of the operations (including assess-
ents) and results of its members
To ensure common interpretation of the standards they use
To manage a peer evaluation system, consistent with the

nternational practice. . .
To support and promote mutual recognition and acceptance

f accredited conformity assessment services and results”
.7. EURACHEM

EURACHEM (established in 1989) (from http://
ww.eurachem.ul.pt)

http://www.aiha.org/Content/AboutAIHA/aboutaiha-splash.htm
http://www.aplac.org/
http://www.ccil.com/about.html
http://www.citac.cc/
http://www.european-accreditation.org/
http://www.eurachem.ul.pt/
http://www.eurachem.ul.pt/
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Member countries are Albania, Austria, Belgium, Croatia,
yprus, Czech Republic, Denmark, Finland, France, Germany,
reece, Hungary, Iceland, Ireland, Italy, Lithuania, Luxem-
ourg, Malta, The Netherlands, Norway, Poland, Portugal,
omania, Russia, Slovakia, Slovenia, Spain, Sweden, Switzer-

and, Turkey, Ukraine, and UK.
“Eurachem is a network of organisations in Europe, having

he objective of establishing a system for the international trace-
bility of chemical measurements and the promotion of good
uality practices. It provides a forum for the discussion of com-
on problems and for developing an informed and considered

pproach to both technical and policy issues.”
“Membership of Eurachem is open to countries within the

uropean Union and the European Free Trade Association, the
uropean Commission and European countries recognized by

he EU and EFTA as accession states.”

.8. EUROLAB

EUROLAB (created in 1990) (from “Eurolab information,”
Our Profile” at http://www.eurolab.org)

Active Members are Austria, Belgium, Cyprus, Czech
epublic, Denmark, Finland, France, Germany, Greece, Ice-

and, Italy, Latvia, The Netherlands, Norway, Poland, Portugal,
lovakia, Slovenia, Spain, Sweden, Switzerland, and UK.

“Objectives:
Representation by formulating and voicing the opinion of

uropean laboratories regarding political and technical issues
aving a direct impact on their activity, both on the European
cene and worldwide.

Coordination by interfacing with all European organizations
aving activities of interest to the laboratory community, and
triving to avoid duplication of efforts and activities.

Action by providing adequate means for exchange of infor-
ation and experience, such as the publication of our Position
apers, Technical Reports, Newsletter, Seminars, and Working
roups, etc.
Promoting cost-effective testing, calibration and measure-

ent services, for which the accuracy and quality assurance
equirements should be adjusted to actual needs.”

.9. ICH

International Conference of Harmonisation on Techni-
al Requirements for Registration of Pharmaceuticals for
uman Use (established in 1990) (http://www.ich.org/cache/

ompo/276-254-1.html)
Six Parties are directly involved in ICH activities. These

arties are EU (European Commission—European Union),
FPIA (European Federation of Pharmaceutical Industries and
ssociations), MHLW (Ministry of Health, Labour and Welfare,

apan), JPMA (Japan Pharmaceutical Manufacturers Associ-
tion), FDA (United States Food and Drug Administration),

nd PhRMA (Pharmaceutical Research and Manufacturers of
merica).
“. . . (ICH) is a unique project that brings together the reg-

latory authorities of Europe, Japan and the United States and

B
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xperts from the pharmaceutical industry in the three regions to
iscuss scientific and technical aspects of product registration.

“The purpose is to make recommendations on ways to achieve
reater harmonisation in the interpretation and application of
echnical guidelines and requirements for product registration in
rder to reduce or obviate the need to duplicate the testing carried
ut during the research and development of new medicines.

“The objective of such harmonisation is a more economical
se of human, animal and material resources, and the elimination
f unnecessary delay in the global development and availabil-
ty of new medicines whilst maintaining safeguards on quality,
afety and efficacy, and regulatory obligations to protect public
ealth.”

.10. IUPAC

International Union of Pure and Applied Chemistry (formed
n 1919) (from http://www.iupac.org/general/about.html).

“IUPAC is an association of bodies, National Adhering Orga-
izations, which represent the chemists of different member
ountries. There are 45 National Adhering Organizations, and 20
ther countries are also linked to IUPAC in the status of Asso-
iate National Adhering Organizations.” The countries in the
ational Adhering Organizations are Argentina, Australia, Aus-

ria, Bangladesh, Belarus, Belgium, Brazil, Bulgaria, Canada,
hile, China, Croatia, Czech Republic, Denmark, Egypt, Fin-

and, France, Germany, Greece, Hungary, India, Ireland, Israel,
taly, Jamaica, Japan, Jordan, Kuwait, The Netherlands, New
ealand, Norway, Pakistan, Poland, Portugal, Puerto Rico, Rus-
ia, Serbia and Montenegro, Slovakia, Slovenia, South Africa,
outh Korea, Spain, Sweden, Switzerland, Turkey, Ukraine, UK,
nd USA.

“The International Union of Pure and Applied Chemistry
IUPAC) serves to advance the worldwide aspects of the chem-
cal sciences and to contribute to the application of chemistry
n the service of Mankind. As a scientific, international, non-
overnmental and objective body, IUPAC can address many
lobal issues involving the chemical sciences.”

ppendix B. Definitions (all are from ref. [1])

.1. Accuracy

The closeness of agreement between a test result and the
ccepted reference value. Note: The term accuracy, when
pplied to a set of test results, involves a combination of random
omponents and a common systematic error or bias component.
No reference given]

A quantity referring to the differences between the mean
f a set of results or an individual result and the value which
s accepted as true or correct value for the quantity measured.
IUPAC Compendium of Chemical Technology, 1985]
.2. Bias

The difference between the expectation of the test results
nd an accepted reference value. Note: Bias is the total

http://www.eurolab.org/
http://www.ich.org/cache/compo/276-254-1.html
http://www.ich.org/cache/compo/276-254-1.html
http://www.iupac.org/general/about.html
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ystematic error as contrasted to random error. There may
e one or more systematic error components contribut-
ng to the bias. A larger systematic difference from the
ccepted reference value is reflected by a larger bias value.
ISO 3534-1]

Characterises the systematic error in a given analyti-
al procedure and is the (positive or negative) deviation of
he mean analytical result from the (known or assumed)
rue value. [IUPAC Compendium of Chemical Technology,
985]

The difference between the limiting mean (μ) and the true
alue (τ); i.e., Δ = μ − τ. [IUPAC ‘Orange’ Book]

.3. Calibration Curve

Graphical representation of measuring signal as a function of
uantity of analyte [AOAC–PVMC]

.4. Combined Standard Uncertainty

uc(y)—Standard uncertainty of the result of a measurement
hen the result is obtained from the values of a number of other
uantities, equal to the positive square root of the sum of terms,
he terms being the variances or co-variances of these other quan-
ities weighted according to how the measurement result varies
ith these quantities. [ISO GUM]

.5. Coverage factor

k—numerical factor used as a multiplier of the combined
tandard uncertainty in order to obtain an expanded uncertainty.
ote A coverage factor is typically in the range 2 to 3. [ISO
UM]

.6. Error (of Measurement)

The result of a measurement minus the true value of the
easurand. Note: Since a true value cannot be determined, in

ractice a conventional true value is used. [VIM 1993]
The value of a result minus the true value. [IUPAC Com-

endium of Chemical Technology, 1985]

.7. Expanded Uncertainty

U—quantity defining an interval about a result of a measure-
ent that may be expected to encompass a large fraction of the

istribution of values that could reasonably be attributed to the
easurand. Note 1 The fraction may be regarded as the coverage

robability or level of confidence of the interval. Note 2 To asso-
iate a specific level of confidence with the interval defined by
he expanded uncertainty requires explicit or implicit assump-
ions regarding the probability distribution characterized by the

easurement result and its combined standard uncertainty. The

evel of confidence that may be attributed to this interval can
e known only to the extent to which such assumptions can be
ustified. Note 3 An expanded uncertainty U is calculated from

B

o
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combined standard uncertainty uc and a coverage factor k
sing: U = k × uc. [ISO GUM]

.8. Linearity

Defines the ability of the method to obtain test results propor-
ional to the concentration of analyte. Note: The Linear Range
s by inference the range of analyte concentrations over which
he method gives test results proportional to the concentration
f the analyte. [AOAC–PVMC]

.9. Measurand

Particular quantity subject to measurement. Note: Specifica-
ion of a measurand may require statements about quantities
uch as time, temperature and pressure. [VIM 1993]

.10. Measurement

Set of operations having the object of determining a value of
quantity. [VIM 1993]

.11. Measurement Procedure

Set of operations, described specifically, used in the perfor-
ance of measurements according to a given method. Note: A
easurement procedure is normally recorded in a document that

s sometimes itself a measurement procedure or measurement
ethod and is usually in sufficient detail to enable the opera-

or to carry out a measurement without additional information.
VIM 1993]

.12. Method Validation

1. The process of establishing the performance characteris-
ics and limitations of a method and the identification of the
nfluences which may change these characteristics and to what
xtent. Which analytes can it determine in which matrices in
he presence of which interferences? Within these conditions
hat levels of precision and accuracy can be achieved? 2. The
rocess of verifying that a method is fit for purpose, i.e. for
se for solving a particular analytical problem. Note: 1. is
pplicable where a method is developed without any particu-
ar problem in mind. 2 is applicable where a method is being
eveloped for a specific purpose. In analytical chemistry the
ther commonly encountered use of the term validation is in
he context of instrumentation. Instrument validation is used
o describe the process of establishing that an instrument at
ny given moment is able to perform according to its design
pecification This process might be achieved for example by
eans of calibration or performance checks. [No reference
iven]
.13. Precision

The closeness of agreement between independent test results
btained under stipulated conditions. Note: Precision depends
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In practice we usually analyse a sample and not the whole
population The standard deviation s for the sample is given by:
L.E. Vanatta, D.E. Coleman / J

nly on the distribution of random errors and does not relate
o the true value or specified value. The measure of precision
s usually expressed in terms of imprecision and computed as a
tandard deviation of the test results. “Independent test results”
eans results obtained in a manner not influenced by any pre-

ious result on the same or similar test object. Quantitative
easures of precision depend critically on the stipulated condi-

ions. Repeatability and Reproducibility are particular sets of
xtreme conditions. [ISO 3534-1]

A measure for the reproducibility of measurements within
set, that is, of the scatter or dispersion of a set about its

entral value. [IUPAC Compendium of Chemical Technology,
985]

.14. Random Error

Result of a measurement minus the mean that would result
rom an infinite number of measurements of the same measurand
arried out under repeatability conditions. Note: Random error
s equal to error minus systematic error. Because only a finite
umber of measurements can be made, it is possible to determine
nly an estimate of random error. [VIM 1993]

The difference between an observed value (xi) and the limit-
ng mean (�); i.e. � = xi − �. [IUPAC ‘Orange’ Book]

.15. Repeatability (of a measuring instrument)

Ability of a measuring instrument to provide closely simi-
ar indications for repeated applications of the same measurand
nder the same conditions of measurement. [IUPAC ‘Orange’
ook]

.16. Repeatability (of results of measurements)

Closeness of the agreement between the results of successive
easurement of the same measurand carried out in the same

onditions of measurement. [IUPAC ‘Orange’ Book]

.17. Repeatability Limit “r”

The value less than or equal to which the absolute difference
etween two test results obtained under repeatability conditions
ay be expected to be with a probability of 95%. Repeatability

limit) is given by the formula:

= t∞ ×
√

2 × σr

here t∞ is the Student’s two tailed value for ν = ∞ for a given
onfidence (normal confidence level state is 95% where the
alue is 1.96), and σr is the standard deviation measured under
epeatability conditions (see A20.3). [ISO 3534-1]

.18. Repeatability Standard Deviation
The standard deviation of test results obtained under repeata-
ility conditions. Note: This is a measure of dispersion of the
istribution of test results under repeatability conditions. Sim-

s
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larly “repeatability variance” and “repeatability coefficient
f variation” could be defined and used as measures of the
ispersion of test results under repeatability conditions. [ISO
534-1]

.19. Reproducibility

Precision under reproducibility conditions, i.e. conditions
here test results are obtained with the same method on identical

est items in different laboratories with different operators using
ifferent equipment. Note: A valid statement of reproducibility
equires specification of the conditions changed. Reproducibil-
ty may be expressed quantitatively in terms of the dispersion of
he results. [ISO 3534-1]

.20. Reproducibility Limit “R”

The value less than or equal to which the absolute differ-
nce between two test results obtained under reproducibility
onditions may be expected to be with a probability of 95%.
eproducibility (limit) is given by the formula:

= t∞ ×
√

2 × σR

here t∞ is the Student’s two tailed value for ν = ∞ for a given
onfidence (normal confidence level state is 95% where the
alue is 1.96), and σR is the standard deviation measured under
eproducibility conditions (see A21). [ISO 3534-1]

.21. Reproducibility Standard Deviation

The standard deviation of test results obtained under repro-
ucibility conditions. Note: This is a measure of dispersion of
he distribution of test results under reproducibility conditions.
imilarly “reproducibility variance” and “reproducibility coef-
cient of variation” could be defined and used as measures of
he dispersion of test results under reproducibility conditions.
ISO 3534-1]

.22. Standard Deviation

This is a measure of how values are dispersed about a mean
n a distribution of values: the standard deviation σ for the whole
opulation of n values is given by:√√√ n∑ (x − μ)2
=
√√√√ n∑

i=1

(xi − x̄)2

n − 1
[No reference given]



5 . Chro

B

a

B

m
c
t
t
[

B

q
p
T
i
b
q

B

o
r
m
a
[

B
U

c
b
f
t
c
p
r
e
c
f
o
s
a
f
r
[

B

d
u

A
c
A
f
C
P

t
t
c
f
i
a

o
t
o
q
a
n

a
b
h
a
i
c

t
c
s
o
i

1
t
u
t
t
s
f
e
e
t
a

8 L.E. Vanatta, D.E. Coleman / J

.23. Standard Uncertainty

u(xi)—Uncertainty of the result of a measurement expressed
s a standard deviation. [ISO GUM]

.24. Systematic Error

Mean that would result from an infinite number of measure-
ents of the same measurand carried out under repeatability

onditions minus a true value of the measurand. Note: Sys-
ematic error is equal to error minus random error. Like
rue value, systematic error and its causes cannot be known.
VIM 1993]

.25. True Value

Value consistent with the definition of a given particular
uantity. Note: This is a value that would be obtained by a
erfect measurement. True values are by nature indeterminate.
he indefinite article “a” rather than the definite article “the”

s used in conjunction with “true value” because there may
e many values consistent with the definition of a particular
uantity. [VIM 1993]

.26. Trueness

The closeness of agreement between the average value
btained from a large set of test results and an accepted
eference value. Note: The measure of trueness is nor-
ally expressed in terms of bias. The reference to trueness
s “accuracy of the mean” is not generally recommended.
ISO 3534-1]

.27. Uncertainty (of Measurement) i.e. Measurement
ncertainty

Parameter associated with the result of a measurement, that
haracterises the dispersion of the values that could reasonably
e attributed to the measurand. Note: The parameter may be,
or example, a standard deviation (or a given multiple of it), or
he width of a confidence interval. Uncertainty of measurement
omprises, in general, many components. Some of these com-
onents may be evaluated from the statistical distribution of the
esults of a series of measurements and can be characterized by
xperimental standard deviations. The other components which
an also be characterized by standard deviations, are evaluated
rom assumed probability distributions based on experience or
ther information. It is understood that the result of the mea-
urement is the best estimate of the value of the measurand

nd that all components of uncertainty, including those arising
rom systematic effects, such as components associated with cor-
ections and reference standards, contribute to the dispersion.
VIM 1993]

C

n
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.28. Validation

Confirmation by examination and provision of objective evi-
ence that the particular requirements for a specified intended
se are fulfilled. [ISO 8402:1994]

ppendix C. Recommended approach for
hromatographic-data analysis. Article is from
merican Laboratory and is reprinted with permission

rom the publisher, International Scientific
ommunications: Statistics in Analytical Chemistry
art 25 – Calibration Summary

In a modern chemical-analysis laboratory, virtually all of
he testing equipment must be calibrated periodically. However,
here is not a universally applicable calibration procedure that
an be used in all cases. Much of the problem results from the
act that analytical instruments fall into one of two classes (i.e.,
nstruments that immediately provide the results in usable units
nd instruments that do not).

An example of the former class is a balance scale. The
bject for which mass measurement is desired is placed on
he balance pan and the numerical value of the mass appears
n the readout. The calibration of this type of equipment is
uite straightforward: Place a mass (or masses) of known
mount(s) on the balance, read the results, and adjust as
ecessary.

An example of the latter class is a chromatograph. When
n analyte reaches the detector, the signal is reported out
y the computer in arbitrary units (e.g., peak area or peak
eight). Calibration in this instance is not as rapid as in the
bove example. A more involved procedure (i.e., regression)
s needed to convert the raw data into useful units (typically
oncentration).

Since the beginning of this American Laboratory column,
he overriding theme has been the statistics behind the sound
alibration of these “regression-based” instruments. This article
ummarizes the basics that have been presented. For definitions
f statistical terms that are used, the reader is referred to Part 24
n this series (American Laboratory, Nov/Dec 2006).

Regression-based calibration should have two objectives:
) a curve that will transform sample data into concentra-
ion units (and do so without bias), and 2) provide (at a
ser-chosen confidence level) a statistically sound estimate of
he uncertainty in any reported concentration. To accomplish
hese goals, three main steps are involved. First, a calibration
tudy must be designed. Second, the study must be per-
ormed carefully in the laboratory. Third, the data must be
valuated statistically using a set of calibration (or, more gen-
rally, regression) diagnostics. This third step will ensure that
he resulting curve meets the two calibration objectives listed
bove.
.1. Step 1: Design the calibration study

In designing the study, two decisions must be made: 1) the
umber of different concentrations of standard solutions that will
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e prepared, and 2) the number of each solution’s replicates that
ill be analyzed. In every study, there must be sufficient numbers
f both concentrations and replicates to allow for: 1) detection of
urvature in the data, 2) modeling of response standard deviation
to see if this statistic trends with concentration), and 3) use of
he calibration curve (to predict sample concentrations) without
xtrapolation at either end. Additionally, the design may need
o be adjusted if the analyst is pursuing a low detection limit or
igh precision.

In the designing process, it is helpful to propose a model and
confidence level for the calibration curve. A rule-of-thumb

tarting place is a 5 × 5 design (i.e., five replicates of each of
ve concentrations, typically including blanks). However, the
nal plan must be based on the intended use of the calibration
urve for sample predictions.

.2. Step 2: Perform the calibration study in the laboratory

While this step does not directly involve the use of statis-
ics, a few comments are in order. No matter how carefully the
tudy has been designed, if it is not performed properly in the
aboratory, the resulting data will be compromised. Standards
hould be prepared in the pure solvent that is appropriate for
he instrument at hand (see below for comments on dealing with
ample-matrix issues). If blanks are included in the study, they
ust be prepared appropriately for the analytical method being

tudied. If standard preparation is subject to such things as con-
amination, or if standards degrade rapidly, appropriate action

ust be incorporated into the lab work.

.3. Step 3: Diagnose the calibration data statistically

This portion of the process involves seven basic parts:

. Plot response versus true concentration. Evaluate the overall
shape of the scatterplot.

. Determine the behavior of the standard deviation of the
responses. Plot the standard deviation versus concentration
and fit with a straight line, using ordinary least squares as the
fitting technique (the general equation for the line is: standard
deviation = g + hx). If the p-value for the slope is significant
(i.e., <0.01), then the standard deviation trends with concen-
tration; in such cases, weighted least squares must be used
to fit proposed curves to the calibration data themselves. The
formula for the weight is:

([g + hx]−2)/(Avg[{g + hx}−2])

. Fit the proposed model and evaluate R2
adj. Although R2

adj is
a weak statistical tool, the value should be close to 1.

. Examine the residuals for nonrandomness. The ideal is to
have the zero line pass through the mean of each concen-

tration’s residuals. In such a case, there will be a random
scatter of the points about the zero line. If a distinct pattern
(e.g., parabola or sine wave) exists, then the model probably
is not adequate. Appearance of a “trumpet effect” indicates

o
m
c
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that the standard deviation of the responses may be trending
with concentration.

. Evaluate the p-value for the slope (and any higher-order
terms). For calibration data, the x-term will always be
significant (i.e., the term’s p-value should be <0.01). For
higher-order models to be appropriate, the coefficients for
the additional terms should be significant as well.

. Perform a lack-of-fit (LOF) test. If the p-value is <0.05, then
the model is not adequate. The shape of the residual pattern
should be used to help select an alternate model to be tested.

. Plot and evaluate the prediction interval. This important
step will indicate the uncertainty in sample estimates that
are derived from this curve. The width of the interval will
depend on the noisiness of the data and the confidence level
that has been chosen.

The previous seven steps center on making two statistically
ound choices: a model and a fitting technique. It must be empha-
ized that these selections are independent of each other. The
odel choice depends on the outcome of the lack-of-fit test (with

elp from the residual pattern). The fitting-technique choice
epends on the behavior of the responses’ standard deviations
supported by the presence or absence of a trumpet effect in the
esiduals plot).

Occasionally, no model that is tested is adequate, or a model
hat is adequate is not easily inverted for use in estimating sample
oncentrations. When a less-than-adequate model is selected for
he calibration curve, the width of the uncertainty interval must
e adjusted to account for the bias that exists. The procedure for
his correction is found in Part 16 (American Laboratory, May
005).

If the sample analytes are in a matrix other than pure solvent,
nd recovery problems are known or suspected, then a recov-
ry study should be conducted postcalibration. Typically, the
alibration design can be used for this study, too. Recovered con-
entrations are calculated via the pure-solvent calibration curve
nd plotted versus true concentration, thereby generating a sec-
nd graph. These data are also modeled and diagnosed using the
even steps above. If the recovery is unacceptably low or high,
he equation for the model can be used to correct the recovered
oncentrations to true values. The associated prediction interval
ives the overall uncertainty (at the chosen confidence level) for
he method, since this interval includes the uncertainty for both
he calibration and the spiking processes.

As a final summary, the following is presented in hopes that
t can serve as a useful reference for readers. The authors would

ore than welcome feedback on this summary article, and espe-
ially on the reference box.

.4. Calibration/Regression

Calibration (or any type of regression) involves the choice

f: 1) a model, and 2) a fitting technique. These two choices are
ade independently; the result for one does not influence the

hoice of the other.
Tables A1 and A2 below guide the selection processes.
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Table A1
Matrix for selection of a regression model and fitting technique

Model Fitting technique

Practical choices Straight line or quadratic Ordinary least squares or weighted least squares
Statistical tests Lack-of-fit (LOF) test Slope’s p-value (for plot of response standard deviations vs. concentration)

The residual plot is helpful for selection of both model and fitting technique. However, decisions are made also using the LOF test (for the model) and the slope’s
p-value (for the fitting technique). Model: Zero line ideally should pass through the mean of each concentration’s residuals. Appearance of a nonrandom pattern (e.g.,
parabola, sine wave) is indication of lack of fit for the selected model. Fitting technique: Appearance of a “trumpet effect” (in either direction) is indication that the
standard deviation trends with concentration.

Table A2
Details on statistical tests used in regression diagnostics

LOF test p-value of slope

N t
C

R

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[36] Statistics in Analytical Chemistry, Part 23, Degrees of Free-
ull hypothesis Model does not show lack of fi
utoff for p-value 0.05 (5%)
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